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Before being heated, the liquid used in the experiments was
equilibrated for a long time with air (i.e., gas plus vapor) at
a temperature of T0 = 20 °C; under a total pressure Patm = Pg +
Pv(T0) = 1 bar. During the heating to a temperature T, the gas
content of the liquid, i.e., Pg ’ Patm − Pv(T0), did not change
appreciably (because the relevant gas diffusion timescale is much
longer than that of the heating, and the gas solubility only changes
by 10% over the temperature range). The excess pressure ΔP in
the heated liquid therefore comes down to the increase in the
vapor pressure from T0 to T, that is, ΔP ’ Pv(T) − Pv(T0) =
ΔPv(T). Combining Eqs. 2–5 yields an expression for the critical
force as a function of temperature as follows:
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with a prefactor of ∼1.
Eq. 6 is plotted in Fig. 5 for h = 50 and 300 nm, using the

surface tension γ = 0.02 N·m−1 of ethanol, the elastic modulus
E* = 70 GPa of aluminum, and an empirical relation for the
ethanol vapor pressure (24). The roughness parameters of 50
and 300 nm correspond, in order of magnitude, to the large- and
small-scale roughnesses we measured by atomic force microscopy
(AFM) on the steady-state wear track on aluminum. The experi-
mental data in Fig. 5 therefore seem to be consistent with our
model. One crucial question, however, remains: what controls the
nucleation of these gas pockets?

Microscopic Mechanism for Gas Pocket Formation
As mentioned in Preliminary Findings, tribonucleation is observed
on aluminum, but not on copper. This prompted us to closely
analyze the wear tracks left on each surface. Fig. 8 shows
photographs and detailed scanning electron microscopy (SEM)
recordings of wear tracks on aluminum and copper. Although
the two tracks look very similar optically, they can be easily
distinguished in the SEM images. Indeed, for both aluminum

and copper, the asperities in the wear tracks got flattened by the
rubbing bead. However, on aluminum this flattening seems to
result from a continuous breaking off of small parts of the rough
surface (as for a brittle material). The top surface of the flattened
asperities has small scratches throughout and a lot of small wear
particles are observed around, in the troughs. In contrast, for
copper the top surface has a relatively low roughness, material is
plastically squeezed out at the sides of the asperities, and no wear
particles are observed around (as for a ductile material).
The comparison of the wear tracks suggests that the fracturing

of the surface is an essential ingredient for a material to provoke
tribonucleation. To test whether it is the fracturing itself or its
products (i.e., the wear particles left on the track) that are re-
sponsible for the creation of gas pockets, we realized the ex-
periment shown in Fig. 9. A piece of aluminum (soft Al99.5%;
Salamon’s Metalen) or copper (Cu99.95%; Salamon’s Metalen)
foil was immersed in hot ethanol and then torn apart at a con-
stant velocity of about 9 mm·s−1. Consistent with the rubbing
experiments, bubbles did appear in the case of aluminum, but
not in the case of copper. (Sometimes, a single bubble appeared
in the very last stage, when the two ends of the copper foil
completely separated at much higher velocity.) Because wear
particles play no role here, this experiment shows that the frac-
turing itself can generate gas nuclei.

Discussion
A possible scenario for the nucleation by fracturing is that the
gap formed when a microcrack opens fills with gas and vapor
before the liquid can enter it. This embryo can then act as a
nucleus for the formation of a visible bubble. Only in a brittle
material, this crack opening would be rapid enough.

Fig. 5. Threshold temperature for bubble formation as a function of the
normal force, for a smooth sapphire bead rubbed against a polished alu-
minum surface with velocity V = 2.8 mm·s−1. The dots represent the exper-
imental data, and the lines represent Eq. 6. The single fitting parameter
h can be interpreted as a measure of the typical roughness height in the
wear track (see text).
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Fig. 6. (A) Schematic of the setup: a transparent glass surface covered with
micropillars is rubbed against a bead covered with aluminum foil (F = 7 × 10−2 N,
V = 4.7 mm·s−1). (B) Bottom view of the experiment through a microscope.
Gas pockets are trapped between the two solids in the contact area, and
microscopic gas bubbles (red arrows) are observed downstream. The
spacing between the pillars, their diameter, and their height are 10, 9, and
0.3 μm, respectively.
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Although bulk aluminum is ductile, it has a thin (typically one
nanometer thick) oxide layer on its surface, which might explain
its brittle behavior. A similar layer exists on the surface of silicon.
Note that this “passivation layer” forms because the bare
materials readily react with any oxidizing molecules in their en-
vironment. In particular, in the presence of water, this chemical
activity causes the generation of hydrogen gas, which might be at
the root of, or at least contribute to, the initial nucleation pro-
cess. This idea is supported by experiments with degassed water,
in which we still observed the formation of microscopic gas
bubbles, which quickly dissolved after the rubbing had stopped.
However, we should stress that we could also create bubble trails
in perfluorohexane (FC72), a liquid that should be inert in most
circumstances. Also in the work by Theofanous et al. (20), which
involved polished stainless steel and Freon, chemical reactions
are very unlikely.
The embryos formed by the mechanism of fracturing and,

possibly, chemical reactions may not grow individually, but only

if they merge with others before dissolving. The force–velocity
threshold FV = const. would then be a manifestation of the
competition between generation, merging, and dissolution and
could be interpreted as a minimal frictional power input required
for abundant local fracturing.

Summary and Conclusion
We have found that bubbles are readily and reliably generated
upon gentle rubbing of certain solid surfaces. An intriguing
demonstration of the phenomenon is the “writing” example
shown in Fig. 1. It is somewhat surprising that, despite its ro-
bustness and repeatability, this phenomenon has been the object
of so little attention in the literature.
We observed that bubbles can nucleate and form a trail on

submerged solids under gentle rubbing conditions (normal force,
F = 1–200 mN, and relative velocity, V = 0.1–20 mm·s−1). At
room temperature, small bubbles are observed to form and de-
tach, but they dissolve as they move away from the contact area.
As the temperature is increased, the bubbles persist and grow,
forming a trail. On silicon and aluminum, measurements in
ethanol at 70 °C and above indicate the existence of a threshold
for the trail formation of the form FV = const., with a constant
six times larger for silicon than for aluminum.
Bubble formation strongly depends on the materials being

rubbed. On silicon, tribonucleation stops after typically 20
strokes over the same spot, whereas on aluminum a steady-state
wear track forms from which bubbles keep appearing upon
rubbing. Bubbles do not form on copper, although the wear
tracks on copper and aluminum look very similar optically.
SEM imaging shows that aluminum asperities are abraded by
a fracturing, brittle-like mechanism, whereas copper asperities
are flattened by plastic, ductile-like deformations. Additional
experiments on the slow rupture of aluminum and copper foils
indicate that fracturing alone (in the absence of wear) is sufficient
to create gas nuclei.
The above observations evidence that trail formation by tri-

bonucleation involves two steps: (i) bubble nucleation in the
contact region and (ii) subsequent growth of these nuclei in the
bulk. Both steps need to be satisfied to see a trail. Our experi-
ments show that fracturing is essential for the first step. We
hypothesize that a void created by the rapid fracturing of the
surface asperities, possibly in combination with chemical reac-
tions forming gas at the freshly created surfaces, can explain
the nucleation of bubbles at the low loads and velocities used in
the experiments. When there is abundant local fracturing, the
amount of gas that comes out of solution is limited by the space

h

a

R

2r

V

Fig. 7. Geometry used for the model. Gas (yellow) completely fills the gap
in the apparent contact area and collects in a single bubble with radius r. For
clarity, the bead is shown indented here, whereas in reality the indentation
is essentially concentrated on the aluminum surface, which is much softer
than the sapphire bead.
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Fig. 8. Wear tracks formed by rubbing a sapphire bead 50 times back and
forth against (A–C) sandblasted aluminum and (D and E) sandblasted cop-
per. Rubbing parameters are as follows: T = 70 °C, F = 7 × 10−2 N, and V = 1
mm·s−1. (A and D) The wear tracks are clearly visible under racking lighting
and look very similar to the naked eye. (C and E) SEM imaging, however,
reveals important differences at the scale of a single asperity. (C) On alu-
minum, the scratches on top of the flattened asperities are relatively deep
(Ra ∼ 50  nm from AFM measurements) and many small wear particles are
collected in the troughs around the asperities (as for a brittle material). (E)
On copper, the tops of the asperities are much smoother ðRa ∼ 5  nmÞ, they
seem to be plastically squeezed, and no wear particles are observed (as for
a ductile material).
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Fig. 9. Snapshots of the tearing of thin foils of (A) aluminum and (B) copper
submerged in ethanol at around 78 °C. The foils are 12.0 and 12.5 μm thick,
respectively, and the two sides of the foil are torn apart with a velocity of
about 9 mm·s−1. For aluminum, bubbles form at the tip of the tear, whereas
for copper no bubbles form.
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available between the asperities of the surfaces in contact, and
it is this volume that sets the threshold for trail formation in
this case.
We hope that the present exploratory work may motivate

further studies to look into the fundamental mechanism(s) in-
volved in tribonucleation, and to explain, for example, the
emergent dependence of the phenomenon on the rubbing force
and velocity.
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SI Text
Timescale of Diffusive Bubble Growth in a Hot Liquid. In the experi-
ments described in the paper, a liquid saturated with dissolved air
at room temperature T0 is heated to a higher temperature T below
its boiling point TB. The growth of bubbles nucleated in this hot
liquid hinges on the fact that the equilibrium condition r = rc, with
rc = 2γ/ΔP, is unstable when the amount of gas and vapor in the
bubble is not constrained to be constant. Here, we provide a more
detailed description of how this instability leads to the bubble
growth that we observe.
For T < TB, the growth process is sufficiently slow so that

inertia can be neglected, as in the classic paper by Epstein and
Plesset (1) on the diffusive growth of gas bubbles. We also as-
sume for now that surface tension can be neglected, which will be
justified below. With these assumptions, the sum Pg + Pv of the
gas and vapor partial pressures in a bubble (however nucleated)
will essentially be equal to the ambient atmospheric pressure
Patm at all times.
Before raising the temperature, the liquid had been in contact

with the surroundings long enough to ensure that it was uniformly
saturated with dissolved air at the initial room temperature T0.
According to Henry’s law, this initial dissolved gas concentration
would have been Cð0Þ =Pð0Þ

g =kðT0Þ= ½Patm −PvðT0Þ�=kðT0Þ, in
which k is the temperature-dependent Henry’s constant. Once
a bubble is nucleated in the hot liquid, the constraint Pg + Pv =
Patm, together with the fact that Pv(T) > Pv(T0), implies that the
gas partial pressure inside it will be lower than Pð0Þ

g . As a conse-
quence, again by Henry’s law, the dissolved gas concentration at
the bubble surface would take a value C(i) = [Patm − Pv(T)]/k(T)
< C(0) while, in view of the slowness of the mass diffusion process
(compared with the heating rate), the bulk concentration in the
liquid (i.e., far from the bubble surface) remains at the initial
value C(0). This circumstance sets up a concentration difference
between the bubble surface and the bulk liquid given by the
following:

ΔC=Cð0Þ −CðiÞ =
Patm −PvðT0Þ

kðT0Þ −
Patm −PvðTÞ

kðTÞ ≈
ΔPv

k
; [S1]

where ΔPv = Pv(T) − Pv(T0), and, in the last step, we have
neglected the small temperature dependence of the Henry’s con-
stant, which is inconsequential in the temperature range of pres-
ent concern.
According to ref. 1, the radius r of a bubble in a gas-super-

saturated liquid grows at the following approximate rate:

_r=
DΔC
ρg

�
1
r
+

1ffiffiffiffiffiffiffiffi
πDt

p
�
; [S2]

where ρg is the density of the gas in the bubble, D is the gas
diffusivity in the liquid, t is time, and concentration is expressed
in kilograms per cubic meter. The asymptotic solution of this

equation, valid for radii much larger than the initial value, takes
the following form (1):

r2 = 2
h
λ+

ffiffiffiffiffiffiffiffiffiffiffiffi
1+ λ2

p i2DΔC
ρg

t; [S3]

with λ≡
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ΔC=ð2πρgÞ

q
.

For air in ethanol at T = 70 °C, we have k = 3 × 105 m2/s2

(an order of magnitude smaller than for water), ρg = 0.3 kg/m3,
D = 10−8 m2/s, and ΔPv = 70 kPa. Making use of these values and
of Eqs. S1 and S3, we find that a bubble grows to the typical
detachment radius r = 0.15 mm observed in the experiments in
∼0.8 s. This duration corresponds in order of magnitude to the
growth time observed in the experiments (∼3 s; Fig. 2 of the
main text), but it represents an underestimation of the actual
growth time as it neglects the hindrance to diffusion caused by
the solid surface and the competition for dissolved gas due to the
growth of the neighboring bubbles. The real situation is further
complicated by the merging and jumping of the bubbles.
Last, we can estimate the influence of surface tension, which we

neglected above. Surface tension is important close to the nu-
cleation threshold rc = 2γ/ΔPv, and we thus consider a bubble
with radius r = (1 + e)rc, where e � 1 is a small parameter. The
bubble grows only if e > 0, because in this case the gas partial
pressure inside the bubble, which balances the external atmo-
spheric pressure, is smaller than that required for thermody-
namic equilibrium by the following:

ΔPγ = 2γ
�
1
rc
−
1
r

�
’ 2γ

rc
e=ΔPve: [S4]

Gas diffusion is also the limiting mechanism here. We thus make
use of Eq. S2 with the effective concentration difference ΔCγ =
ΔPγ/k = 2γ«/rck, and taking into account the compressibility
of the gas via the effective gas density ρpg = ρg + 4γ=3RgTrc =
0:7  kg=m3 (1), where Rg = 290 J/kg·K is the specific gas constant
of the gas, to find the following:

_e=
2Dγ
ρpg r2c k

�
1
rc
+

1ffiffiffiffiffiffiffiffi
πDt

p
�
e: [S5]

This yields the following exponential growth:

eðtÞ= e0 exp
�

t
τ1
+

ffiffiffiffi
t
τ2

r �
; [S6]

in which the timescales are τ1 = ρpgkr
3
c=2Dγ and τ2 = πρp2g k2r4c=

16Dγ2. With γ = 18 mN at T = 70 °C, this gives τ1 ’
0.1 ms and τ2 ’ 0.3 ms, which means that the delay induced
by surface tension on the growth time derived from Eq. S3 is
indeed negligible.
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